
Introduction to image analysis  
using ImageJ/Fiji

Federico Gasparoli, Ranit Karmakar, Antoine Ruzette, Maria Theiss & Simon F. Nørrelykke 
Image Analysis Collaboratory, HMS



Get the course materials

https://hms-iac.github.io/fiji-workshop
One-stop resource for everything we'll cover today 

• Download all slides (PDF) 
• Download all exercises (PDF) 
• Download all images (ZIP)

https://hms-iac.github.io/fiji-workshop


I.A.C. (Image Analysis Collaboratory)  
@ HMS since Sep ‘22

● Support and collaboration: for image and data analysis projects 
● Teaching: at HMS and internationally 
● IT: access to relevant solutions, open- and closed-source 
● R&D: centered on methods and tools 
● Locations: LHRRB 105 & Armenise 531D 
● Consults: Contact Simon 
● simon@hms.harvard.edu 

https://iac.hms.harvard.edu/ Image 
Analysis 
Collaboratory

mailto:simon@hms.harvard.edu
https://iac.hms.harvard.edu/


Who we are, currently
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Backgrounds in 

Physics 
Biology 
Microscopy 
Bioengineering 
Computer Engineering 



Learning objectives

1. Motivate the use of algorithms in image analysis 
2. Introduce some image-analysis nomenclature  
3. Learn to use Fiji effectively and reproducibly



Reasons for Learning About Image Processing

▪ Make pretty pictures (processing)
▪ publications, talks, websites, ...

▪ Get numbers out of pictures (analysis)
▪ cell sizes, vessel lengths, GPF expression level, ...

▪ Make experiment possible (automation)
▪ whole-genome screen: millions of images

▪ Objectivity and Reproducibility
▪ in science, just do it!



Reasons for Not Learning About Image Processing

▪ …

none
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Self-introductions

1. My name is Donald Duck 
2. My position is as a 10th year postdoc 
3. My lab is Mad City Labs 
4. My model system is blue whales  
5. I have data from confocal microscopy



Optical Illusions 
— 

Why should you analyze images  
with computers



Color perception and pattern recognition is individual –  
science less so

https://www.moillusions.com/perfect-circles-optical-illusion/

xxx



Concentric circles !?

https://www.moillusions.com/perfect-circles-optical-illusion/

xxx



Identical central discs?

http://www.brainbashers.com

Our size estimate is strongly influenced by the local neighbourhood



http://www.brainbashers.com

Yes, the discs are identical

Identical central discs?



Is the dot half-way up?

http://www.brainbashers.com

Our sense of distance depends on neighbourhood



Is the dot half-way up?

http://www.brainbashers.com

Yes it is!



Which car is bigger?

BrainBashers Illusion #106

   Are the three cars the same size?
Used with permission. © Julie Clark.

Printed from BrainBashers [www.brainbashers.com]

http://www.brainbashers.com



Which car is bigger?

BrainBashers Illusion #106

   Are the three cars the same size?
Used with permission. © Julie Clark.

Printed from BrainBashers [www.brainbashers.com]

http://www.brainbashers.com



All cars are same size
(Erroneous, application of subjective/perceptual constancy algorithm by your brain)

BrainBashers Illusion #106

   Are the three cars the same size?
Used with permission. © Julie Clark.

Printed from BrainBashers [www.brainbashers.com]

http://www.brainbashers.com

Which car is bigger?



Are A and B equally grey?

http://www.brainbashers.com

Intensity perception depends strongly on neighbourhood



Are A and B equally grey?

http://www.brainbashers.com

Yes they are!



Spot the animal 
— 

Why you should still use your brain  
(a pre-trained neural network) 



Pattern Recognition

http://www.brainbashers.com
Yes, that is a cow!



Pattern Recognition

http://www.brainbashers.com
Yes, that is a cow!



Using Prior Knowledge

http://www.brainbashers.com

Keyword: Dalmatian dog!



Using Prior Knowledge

http://www.brainbashers.com

Keyword: Dalmatian dog!



A brief history of image 
analysis 

— 
ImageJ centric



37 years ago…





12 years ago…

● AlexNet is published (2012) 
○ Wins the ImageNet Large Scale Visual Recognition Challenge  
○ Error of 15.3%, more than 10.8 percentage points better than #2 
○ Possible due to GPUs 

● CellProfiler has been around for 6 years (2006) 
● Fiji (Fiji is just ImageJ) has been around for 5 years (2007) 
● scikit-image released 3 years ago (2009) 
● Bitcoin grows from $5 to $13 (remember Silk Road?) (2012) 
● U-Net, GANs, and Jupyter will appear in 2-3 years (2014/15) 
● AlphaGo will beat Lee Sodol in 4 years (2016) 
● QuPath is still 4 years in the future (2016)

https://doi.org/10.1145/3065386
https://cellprofiler.org/
https://fiji.sc/
https://scikit-image.org/
https://jupyter.org/
https://www.deepmind.com/research/highlighted-research/alphago
https://qupath.github.io/


4 years ago…

● CellPose is out (2020) 
○ “Cellpose: a generalist algorithm for cellular segmentation” 
○ Trained on highly varied images of cells,over 70,000 segmented objects 
○ Cells don’t have to be star-shaped 
○ Web-platform and Jupyter notebooks 
○ https://www.nature.com/articles/s41592-020-01018-x  

● ZeroCostDL4Mic available 
○ Paper still a year in the future 
○ Implementation of common DL technologies to microscopy imaging 
○ Relies on GPUs and other infrastructure provided by Google Colab. 
○ https://github.com/HenriquesLab/ZeroCostDL4Mic/wiki  

● Vision Transformers (2020) 
○ “An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale”, Dosovitskiy et al. 
○ https://arxiv.org/abs/2010.11929 

https://www.nature.com/articles/s41592-020-01018-x
https://doi.org/10.1038/s41467-021-22518-0
https://github.com/HenriquesLab/ZeroCostDL4Mic/wiki
https://arxiv.org/abs/2010.11929


Today… 



History of Segmentation
33

https://x.com/BoWang87/status/1773132444717252718 

https://x.com/BoWang87/status/1773132444717252718


English as the next 
programming language  

— 
LLMs, chatbots and foundation 
models for bio image analysis



https://chat.openai.com/

https://chat.openai.com/


Using ChatGPT for Image Analysis
36



Using ChatGPT for Image Analysis
37

GPT-4, May 2024 GPT-4o, Oct. 2024



Using ChatGPT for Image Analysis
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GPT-4, May 2024 GPT-4o, Oct. 2024



Using ChatGPT for Image Analysis
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GPT-4, May 2024 GPT-4o, Oct. 2024



Using ChatGPT for Image Analysis
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GPT-4, May 2024 GPT-4o, Oct. 2024



Using ChatGPT-4o for Image Analysis
41

GPT-4o, Oct. 2024 - prompted to close larger holes



Using ChatGPT-4o for Image Analysis
42

GPT-4o, Oct. 2024 - it helps to know what to ask



BioImage Chatbot
43

https://aicell.io/post/bioimageio-chatbot/ https://arxiv.org/abs/2310.18351 

https://aicell.io/post/bioimageio-chatbot/
https://arxiv.org/abs/2310.18351


napari-omega
44

 

 

  
We stand at a pivotal juncture for Artificial Intelligence. 
Large Language Models (LLMs) such as ChatGPT1–3 can 
now engage in insightful conversations, demonstrating 
an impressive command of human knowledge and logic. 
These large language models (LLM) are adept 
conversationalists and possess an increasingly accurate 
understanding of numerous scientific and engineering 
disciplines4. ChatGPT, a groundbreaking model from 
OpenAI, can not only code in various programming 
languages but also explain and rectify code5. This 
capability is ushering in an era where users, irrespective 
of their programming skills, can instruct computers to 
perform complex tasks that would have previously 
required coding. Natural language is emerging as the hot 
new programming language. Could we harness these 
advancements to make image processing and analysis 
faster, more accessible, and tailor-made to the user's 
task? 
 
We introduce Omega, an LLM-based conversational 
agent capable of performing image processing tasks, 
analyzing images to gather insights, correcting its own 
coding mistakes, and conducting follow-up 
quantifications and analyses. For instance, a user can 
instruct Omega to “segment cell nuclei in the selected 
image on the napari viewer,” then “count the number of 
segmented nuclei,” and finally “return a table that lists 
the nuclei, their positions and areas” (see Fig. 1, and 
Supp Video 1 and 2). Moreover, Omega can provide 
advice and instructions on various image processing and 
analysis topics. A user can ask Omega to create a “step-
by-step plan to segment nuclei in an image,” Omega will 
generate a detailed strategy (see Supp. Video 3). The 
user can then interactively apply these steps, make 
changes in response to the outcomes, and ask follow-up 
questions to complete the task (see also Supp. Video 3). 
Omega can also create on-demand user interface 

widgets from user prompts. For example, a user may ask 
for a “widget that removes segments in a labels layer 
outside of a range of segment areas” (see Fig 1 and Supp. 
Video 4) or for a “widget that color projects a 3D image 
stack so that the hue is proportional to the depth of 
voxel of max intensity” (See Fig 1, and Supp. Video 5). 
On-demand widget generation for user-tailored tasks 
such as specialized image filtering, transformations, 
visualizations, and more (see Supp. Table 1 for 
examples) is one of the most valuable aspects of Omega. 
To facilitate the reuse, modification, and sharing of 
generated widgets and code snippets, Omega also 
includes an AI-augmented code editor that keeps all 
functional code generated by Omega, allowing users to 
rerun the code, modify and improve it using AI-
augmented tools such as automatic code commenting, 
cleanup, fixing, modification, and safety checks (Supp. 
Fig. 2 and Supp. Video 6). Moreover, the editor also lets 
users on the same local network easily share code (see 
Supp. Video 7). 
 
Omega is written in Python as a plugin to napari6 and 
leverages the LangChain Python library7 and OpenAI's 
application programming interface (API). While Omega 
works best with OpenAI's ChatGPT, it can also leverage 
other LLMs, such as Anthropic's Claude models (see 
Supp. Video 8), and other open-source models via 
Ollama. Omega can converse with the user, like 
ChatGPT's popular web interface. We utilize the ReAct 
framework8 to enable multi-step reasoning and task-
specific actions, including access to online sources of 
information and specialized tools for executing code and 
interfacing with napari. Omega can also correct its own 
coding mistakes by receiving feedback on syntax and 
execution errors encountered (Supp. Video 9).  
 

Omega – Harnessing the Power of Large Language Models 
for Bioimage Analysis 
 

Loïc A. Royer1, *  
 
1Chan Zuckerberg Biohub, San Francisco, USA. 
*Correspondence: loic.royer@czbiohub.org   
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Supplementary Video 1. Omega can segment nuclei with StarDist and perform follow-up analysis. The video showcases 
Omega's ability to segment cell nuclei in a 2D image using Stardist. Omega successfully segments the nuclei and adds a label 
layer to the napari viewer. With further instructions, Omega can count the segmented nuclei and create a CSV file on the 
desktop folder of the machine. This file contains coordinates and areas of all segments, sorted by decreasing area, with one 
segment per row. Omega also opens the file using the system’s default CSV viewer. The video has been sped up by a factor of 
2. 

 
 
Supplementary Video 2. Omega can segment nuclei in a 3D image. This video shows how Omega segments the nuclei in a 3D 
image displayed in the napari viewer. Omega uses a specialized tool for cell and nuclei segmentation and employs a 'classic' 
approach that combines single thresholding, specifically Otsu, with watershed splitting to prevent under-segmentation. After 
segmentation, Omega adds a labels layer to the viewer, and we inquire about the number of segments detected. The response 
is 27. The video has been sped up by a factor of 2. 

 

 

 
 
 

 

 
 
 

 

Supplementary Figure 3. Omega’s System Architecture. Diagram illustrating the Omega system architecture, encompassing 
both the user interface and backend components. The user interface is displayed at the top, consisting of the napari viewer, 
chat window, and AI-enhanced code editor. Key backend elements include the Omega ReAct agent, web server, AI tools 
within the editor, and the Python code repair module. The architecture employs a cascaded design, with a central dialog 
loop orchestrated by a primary language model. This model coordinates a suite of specialized tools, each powered by a 
secondary tool-specific language model that can access online resources, interact with the napari viewer, and integrate 
functionalities from third-party libraries such as Cellpose and StarDist. 

10.5281/zenodo.10828225

https://doi.org/10.5281/zenodo.10828225


Human red blood cells 
DIC microscopy
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https://segment-anything.com/

https://bbbc.broadinstitute.org/bbbc/BBBC009
https://bbbc.broadinstitute.org/bbbc/BBBC009
https://bbbc.broadinstitute.org/bbbc/BBBC009
https://bbbc.broadinstitute.org/bbbc/BBBC009
https://bbbc.broadinstitute.org/bbbc/BBBC009
https://bbbc.broadinstitute.org/bbbc/BBBC009
https://bbbc.broadinstitute.org/bbbc/BBBC009
http://dx.doi.org/10.1038/nmeth.2083
http://dx.doi.org/10.1038/nmeth.2083
http://dx.doi.org/10.1038/nmeth.2083
http://dx.doi.org/10.1038/nmeth.2083
http://dx.doi.org/10.1038/nmeth.2083
http://dx.doi.org/10.1038/nmeth.2083
http://dx.doi.org/10.1038/nmeth.2083
http://dx.doi.org/10.1038/nmeth.2083
http://dx.doi.org/10.1038/nmeth.2083
http://dx.doi.org/10.1038/nmeth.2083
http://dx.doi.org/10.1038/nmeth.2083
http://dx.doi.org/10.1038/nmeth.2083
http://dx.doi.org/10.1038/nmeth.2083
http://dx.doi.org/10.1038/nmeth.2083
http://dx.doi.org/10.1038/nmeth.2083
http://dx.doi.org/10.1038/nmeth.2083
http://dx.doi.org/10.1038/nmeth.2083
https://segment-anything.com/


https://segment-anything.com/

https://segment-anything.com/


Segment Anything in ImageJ/Fiji
47

https://github.com/segment-anything-models-java/SAMJ-IJ 

Released around March 14th, 2024 
Graphical User Interphase 
No coding required

Example of point annotations

https://github.com/segment-anything-models-java/SAMJ-IJ


Pre-processing Processing Post-processing Measuring Analysing & Visualising

Image Analysis Workflow

• There are typically five steps in an image analysis 
• Often a good idea to structure work along these lines before starting

Think of this even before you acquire the images! 

otherwise image analysis may become only a post-mortem on your experiment



• Data-wrangling in general 
• Image format conversion, incl. lossless compression
• Renaming

• Restoration and Reconstruction
• Tomographic reconstruction
• Registration (3D stacks)
• Stitching (tiled images)
• Illumination correction
• Intensity normalisation
• Deconvolution
• Filtering (smoothing, sharpening, etc)
• Grayscale morphological operations

• Color deconvolution
• Channel alignment (chromatic aberrations)
• …

Pre-processing Processing Post-processing Measuring Analysing & Visualising



• Image Segmentation
• Thresholding
• Pixel Clustering
• Edge detection
• Region growing
• Level set methods
• Watershed
• Model based
• Multi-scale
• Trainable pixel-classification

• Spot detection
• Tracking
• …

Pre-processing Processing Post-processing Measuring Analysing & Visualising



• Filtering detected objects based on
• Size, shape, intensity
• Texture, location, neighbours 

• Binary morphological operations
• Open/close
• Skeletonise
• Hit-or-miss transform

• …

Pre-processing Processing Post-processing Measuring Analysing & Visualising



• Object measures
• Size, shape, intensity
• Texture, positions
• Local neighbourhood

• Image measures
• Object count
• Area covered
• Total intensity

• Co-localisation
• …

Pre-processing Processing Post-processing Measuring Analysing & Visualising



• Exploratory data analysis
• Filtering of numerical data based on measured values
• Summary statistics
• Plotting numerical values
• Making movies and montages of images
• Record entire work-flow for later reference
• Write down what you did and why (each step) 
• Use a version control system
• Document your code

• …

Pre-processing Processing Post-processing Measuring Analysing & Visualising



Processing vs. Analysis

Meijering and van Cappellen. Biological Image Analysis Primer.  (2006)

8 BIOLOGICAL IMAGE ANALYSIS PRIMER

Figure 1.2 Illustration of the meaning of commonly used terms. The process of digital image
formation in microscopy is described in other books. Image processing takes an image as input
and produces a modified version of it (in the case shown, the object contours are enhanced using
an operation known as edge detection, described in more detail elsewhere in this booklet). Image
analysis concerns the extraction of object features from an image. In some sense, computer graph-
ics is the inverse of image analysis: it produces an image from given primitives, which could be
numbers (the case shown), or parameterized shapes, or mathematical functions. Computer vision
aims at producing a high-level interpretation of what is contained in an image. This is also known
as image understanding. Finally, the aim of visualization is to transform higher-dimensional im-
age data into a more primitive representation to facilitate exploring the data.

surveillance, forensics, military defense, vehicle guidance, document process-
ing, weather prediction, quality inspection in automated manufacturing pro-
cesses, et cetera. Given this enormous success, one might think that computers
will soon be ready to take over most human vision tasks, also in biological in-



Debugging Fiji and getting help — a workflow

1. Restart Fiji 
2. Ask you right neighbor 
3. Ask you left neighbor 
4. Ask an instructor 
5. Search https://forum.image.sc/

https://forum.image.sc/

